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ABSTRACT

Function entry identification is a crucial yet challenging task for binary disassemblers that has been the focus of research in the past decades. However, recent researches show that call frame information (CFI) provides accurate and almost complete function entries. With the aid of CFI, disassemblers have significant improvements in function entry detection. CFI is specifically designed for efficient stack unwinding, and every function has corresponding CFI in x64 and aarch64 architectures. Nevertheless, not every function and instruction unwinds the stack at runtime, and this observation has led to the development of techniques such as obfuscation to complicate function detection by disassemblers.

We propose a prototype of ocfi to obfuscate CFI based on this observation. The goal of ocfi is to obstruct function detection of popular disassemblers that use CFI as a way to detect function entries. We evaluated ocfi on a large-scale dataset that includes real-world applications and automated generation programs, and found that the obfuscated CFI was able to correctly unwind the stack and make the detection of function entries of popular disassemblers more difficult. Furthermore, on average, ocfi incurs a size overhead of only 4% and nearly zero runtime overhead.

CCS CONCEPTS
• Security and privacy → Software reverse engineering; Software security engineering.
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1 INTRODUCTION

Stack unwinding is a crucial process used in debugger and exception handling that involves removing function entries from the function call stack at runtime. To achieve this, the System V ABI in x86 architecture reserves a register ebp to represent the base of stack frame [25]. Although it is convenient to walk the stack with the help of ebp, it incurs significant overheads due to several reasons. Firstly, one general register is reserved at all times, which is rare in x86 architecture which only has 8 general registers. Secondly, every function requires a specific prologue and epilogue to save and restore the base of the previous stack frame. To overcome the above problems, the .eh_frame section has been defined, which encodes the frame pointer and saves registers of every function with the DWARF format in x86_64 architecture [27]. Section .eh_frame contains call frame information (CFI) which represents a table for every address in binary code, defining how to set registers to save and restore the previous stack and reveal the range of every function. For more details on the background, please refer to section §2.

Identifying function entries plays a critical role in reverse engineering [3, 6, 33, 34]. Binary disassemblers have found the secret of CFI and leveraged it as the “oracle” of function entry [1, 2, 34]. Recent works show that disassemblers could recover nearly 100% of functions correctly with the help of .eh_frame section [33, 34]. Moreover, we studied popular disassemblers (Ghidra [1] and ANGR [2] which leverage .eh_frame to detect function entries) to disassemble the binaries with and without .eh_frame section on the x64 dataset presented in [33, 35]. The result is shown in Figure 1. From the result, we find that .eh_frame section could improve the accuracy (F1-score [41]: 2×Precision–Recall) of function entries identification significantly on high optimization levels. Furthermore, the use of .eh_frame may have implications for malicious purposes, such as software plagiarism [26], malware camouflage [39, 47], and vulnerability exploitation [8, 14, 17, 44].

Binary obfuscation is widely studied to obstruct reverse engineering, such as encoding [42, 54], bogus insertion [10], opaque predicates [10, 51, 55], and control flow flattening [9, 19]. However,
We discovered that not every address in binary code requires stack unwinding, providing insight into obfuscating/debloating the CFI. In this paper, we propose a prototype of obfuscating CFI to obstruct function detection of popular disassemblers that leverage .eh_frame section. This approach entails removing unnecessary CFI while retaining the necessary information to ensure correct stack unwinding. However, this approach presents three challenges for obfuscation.

- **C1**: How to determine if a function may unwind the stack at runtime?
- **C2**: How to minimize the range represented by CFI if this function may unwind the stack?
- **C3**: How to debloat the CFI to unwind the stack correctly according to the minimized range?

To address C1, we observe that popular compilers, such as GCC and Clang/LLVM, mark known functions that do not unwind the stack as nounwind. Based on the observation, we perform backward propagation on the call graph from the known nounwind functions to other functions. This approach enabled us to mark other functions that do not unwind the stack as nounwind.

To address C2, we iterate over every function instruction to determine if it could unwind the stack. Specifically, we check if the instruction is a direct call and if the called function is marked as nounwind. If not, we conclude that the instruction could unwind the stack. As the targets of indirect calls are not easily determined statically, we conservatively assume the indirect call may unwind the stack. Afterward, we mark the first and last instructions that could unwind the stack as the range of CFI.

To address C3, we need to determine the correct registers represented in the minimized CFI. Specifically, we perform dataflow analysis to calculate the initialized saved registers and virtual frame pointer inside the minimized CFI.

We implemented ocfi\(^1\) using Clang/LLVM 12.0 to obfuscate CFI. To evaluate the availability and effectiveness of ocfi, we built a large-scale dataset that covers benchmarks, C/C++ real-world applications, and automated generating programs. Based on the evaluation, we found that ① the obfuscated binaries could unwind the stack correctly and ② the obfuscated binaries could obstruct function detection of popular disassemblers (resulting in an average decrease of 37.3% in F1 Score).

The main contributions of this paper are summarized as follows:

- We present the idea of obfuscating CFI without harming the functionality of unwinding stack.
- We present usmith which generates C/C++ programs with try/catch automatically and could be leveraged to test the availability of exception handling.
- We implement the prototype for ocfi and usmith and publish the source code at https://github.com/NJUSeclab/OCFI for future research.
- We evaluate ocfi thoroughly and demonstrate the availability and effectiveness of ocfi.
- We test the cost of obfuscation for ocfi, which shows only 4% size overhead and nearly zero runtime overhead on average.

In the rest of this paper, we focus on the application of our obfuscating CFI idea to build ocfi. In §2, we give the technical background of CFI and discuss the necessary CFI for every function to unwind the stack correctly. In §3, we discuss the research scope of ocfi. In §4, we explain the design of ocfi. In §5, we detail the implementation of ocfi. In §6, we present the evaluation of ocfi. §7 discusses our limitations and future works. §8 summarizes the related works and we conclude this paper in §9.

## 2 TECHNICAL BACKGROUND

In this section, we provide an introduction to the basics of unwinding the stack with call frame information (CFI). This foundational knowledge is essential for understanding how to obfuscate CFI. We also discuss the background of function entry identification by popular disassemblers, providing context for the need to obfuscate this information.

### 2.1 Exception Handling

Section .eh_frame is designed for stack unwinding. When a function is called, the CFI is stored in a data structure known as the Exception Handling Frame (EH Frame), which is located in the .eh_frame section. When an exception is thrown, the function _Unwind_RaiseException in libgcc is called to process the exception. We will detail the process as follows.

- **Step-1**: When an exception is thrown, libgcc first checks the program counter (PC) at the throw site, and iterates every FDE (Frame Description Entry) in .eh_frame section to find the current FDE based on the PC. FDE is the basic unit of .eh_frame. Normally, every function has the corresponding FDE, which consists of the range of the function, CFI, and augmentations (if any). The augmentations allow a language-specific data area

\(^1\)ocfi is the abbreviations of Obfuscating Call Frame Information.

---

1. Figure 1: The F1 scores of function entries detection with and without .eh_frame section among different optimizations. GHIDRA and ANGR indicate the result with .eh_frame section. GHIDRA and ANGR indicate the result without .eh_frame section.
As shown in line 4, the function takes a constant as the operand which is used to create a new target frame address (TFA) and other saved registers, call frame instructions are defined in the DWARF standard. Figure 2: A function from Gold-2.30 and its FDE. (c) is the unwinding table according to the FDE, r1p represents the return address of the previous caller function.

(LSDA) and personality routine to be associated with every FDE.

- **Step-2**: If current FDE contains LSDA and personality routine, the libgcc would call the personality routine to interpret the LSDA to check if a control handler for the exception could be found. If the handler is found, libgcc would switch the PC to the handler code. Otherwise, libgcc goes to **Step-3**.

- **Step-3**: The libgcc recovers the registers saved by the current function and removes its stack frame by adjusting the stack pointer with the help of CFI. To represent the current CFA is represented as $CFA = rsp + 24$. The unwinding table is shown in Figure 2c after interpreting the call frame instructions shown in Figure 2b.

Suppose the program throws an exception at 0x406241 (line 9 in Figure 2a). If the current function cannot handle the exception correctly, the program will unwind the stack. Specifically, the program will search the unwinding table shown in Figure 2c, and find that the current PC is within the range of 0x406205 and 0x406268. The program will then calculate the CFA as $rsp + 32$ and the r1p (saved return address) as $(CFA - 8)$. With this information, the program will unwind the stack to the previous caller function.

### 2.2 Call Frame Information

To properly unwind the stack, each function is associated with its corresponding CFI which is essentially a table that describes how to restore the previous call frame by setting the registers appropriately for every address in the program text [27]. The CFI is encoded using the DWARF standard [45].

CFI defines a virtual address CFA (Canonical Frame Address) which is the address other addresses in the call frame can be relative to. CFA points to the base of stack frame regularly. To represent CFA and other saved registers, call frame instructions are defined in every CFI as shown in Figure 2b. In line 2, DW_CFA_def_cfa takes two operands representing a register (rsp) and an offset (16), which defines the CFA to use the provided register and offset. Thus, CFI is represented as $CFA = rsp + 16$. In line 3, DW_CFA_advance takes a constant as the operand which is used to create a new target frame address (TFA) and the offset relatives to CFA. As shown in line 4, the r1p is represented as r1p = *(cfa - 8).

### 2.3 Attributes Related to Unwinding

In GCC and Clang compilers, certain function attributes define functions that cannot throw an exception or unwind the stack. Specifically, both GCC [13] and Clang [49] define "nothrow" attributes to inform the compiler that the annotated function does not throw an exception. LLVM defines "nounwind" attribute to indicate that the function never raises an exception [38]. It’s worth noting that LLVM would mark some known functions in the standard library, such as `atexit`, `frame_dummy`, and so on, as "nounwind".

### 2.4 Is Call Frame Information Necessary for Every Function?

The specifications [11, 27] define that every function should have the CFI to support stack unwinding. Pang et al. [34] also observed that nearly every function of x64 binaries has the corresponding CFI in real-world applications. However, here comes the question, is the CFI necessary for every function?

Let $G = (V, E)$ be a call graph, where $V$ is the set of nodes (i.e., functions) and $E$ is the set of edges (i.e., calls) in the graph. Let $f$ be a function in $G$, and let $S$ be the set of successors of $f$ in $G$. Then, $S$ is the set of functions that can be called from $f$ in $G$, which means that for any function $g$ in $S$, there exists an edge between $f$ and $g$. For example, in the call graph $G$ shown in Figure 2a, function `print` can be called from `main`.

In summary, the CFI is a crucial structure used for unwinding the stack and handling exceptions.

<table>
<thead>
<tr>
<th>PC</th>
<th>CFA</th>
<th>rbx</th>
<th>r14</th>
<th>r15</th>
<th>r1p</th>
</tr>
</thead>
<tbody>
<tr>
<td>406200</td>
<td>rsp+16</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406202</td>
<td>rsp+16</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406204</td>
<td>rsp+24</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406205</td>
<td>rsp+32</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406208</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406209</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406210</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406215</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406220</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406225</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406230</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406235</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406240</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406245</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406250</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406255</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
<tr>
<td>406260</td>
<td>*(cfa-32)</td>
<td>*(cfa-32)</td>
<td>*(cfa-24)</td>
<td>*(cfa-16)</td>
<td>*(cfa-8)</td>
</tr>
</tbody>
</table>
Mathematically, this can be expressed as:

\[ S = \{ (f, g) \in E \} \]  

(1)

If one of the successors of \( f \) in \( S \) unwinds the stack or \( f \) raises an exception, then \( f \) unwinds the stack. Let \( U(f) \) represent whether the function \( f \) unwinds the stack or not and \( R(f) \) represent whether the function \( f \) raises an exception. Mathematically, we could deduce \( U(f) \) with the following equation:

\[ U(f) = \begin{cases} \text{True}, & R(f) = \text{True} \\ \bigvee_{i=1}^{\ldots} U(g_i) \text{ where: } g_i \in S, & R(f) = \text{False} \end{cases} \]  

(2)

From the above equation, we can infer that if all the functions called by the function \( f \) do not unwind the stack and \( f \) does not raise an exception, then function \( f \) does not unwind the stack either.

2.5 Function Entries Identification

To identify the function entries, the disassemblers present multiple strategies. Mainstream disassemblers first identify the start point (i.e., the main function) of the program and perform the recursive disassembling from the start point and add the targets of call instructions as new function entries. However, there still leaves gaps after the disassembling as the existence of indirect calls. To detect the remaining functions, disassemblers scan the non-disassembled code with data-mining models [6, 28] or common function prologues [2, 40]. The above approaches are heuristic and do not guarantee the correctness of function entries [33]. There emerges another way to detect functions that leverages the CFI as the "oracle" of function entries [1, 2, 34]. The related works [33, 34] found that these disassemblers achieve nearly full coverage with high accuracy for x64 binaries.

3 RESEARCH SCOPE

Our objective is to increase the difficulty of disassembling by obfuscating the CFI. Our target architectures are x64 and AArch64 for two reasons: firstly, they are popular and widely supported by most disassemblers. Secondly, their specifications [11, 27] define the CFI of functions. To evaluate the effectiveness of our tool, we have selected disassemblers such as ANGR, GHIDRA, and FETCHi that rely on CFI to identify function entries. We have developed the OFCI prototype using Clang/LLVM and believe that it can be easily adapted for other compilers.

4 DESIGN OF OFCI

We present OFCI to obfuscate CFI. Figure 3 shows the overview of OFCI. OFCI contains two major components: no-unwinding propagation and obfuscation. The no-unwinding propagation of OFCI is used to propagate the attribute nounwind of known function to other functions among the call graph.

In the obfuscation process, OFCI leverages two strategies to obfuscate the CFI. (1) If the function is marked as nounwind, OFCI would set the range of FDE randomly inside the function. (2) If the function may unwind the stack, OFCI would analyze the minimized unwinding range (MUR) that could correctly unwind the stack, and set the range to the MUR.

In the following sections, we will explain in detail the following questions: (1) how does OFCI propagate nounwind attribute among call graph (§4.1); (2) how does OFCI analyze minimized unwinding range (§4.2); (3) how does OFCI debloat/obfuscate CFI safely (§4.3).

4.1 No-unwinding Propagation

Compilers or programmers mark specific functions as nounwind, which represents the functions that would not unwind the stack. To propagate the nounwind attribute of the specific functions to other functions, we perform bottom-up analysis on the call graph. As there may exist cycles in the call graph, OFCI groups the call graph into several strongly connected components (SCCs) [48] and leverages bottom-up propagation on the SCCs. The propagation algorithm is shown in Algorithm 1.

Specifically, for every SCC, OFCI iterates every function and checks if one of the instructions may unwind the stack, if yes, mark all of the functions inside the SCC as unwinding. We consider the following situations to check if the instruction \( f \) may unwind the stack, if one of the situations satisfies, the instruction may unwind the stack at runtime.

(1) If the instruction is a direct call, OFCI extracts the called function and checks if the called function may unwind the stack. As OFCI performs bottom-up iteration on the SCCs,
Obfuscate CFI represents a basic block to 40625b. At the end, ocfi handles is consistent with the layout of binary code. So far at the end of the optimization, the layout of the basic blocks that could propagate nounwind attribute from known functions to other functions.

4.2 Minimized Unwinding Range

The minimized unwinding range is the minimized range of FDE entry that could be leveraged to unwind the stack correctly. It is leveraged by the function(s) that may unwind the stack. As the FDE entry represents the continuous region that may unwind the stack, the minimized unwinding range is continuous too. ocfi divides functions into two categories based on whether the function is marked as nounwind. For the function that is marked as nounwind, the minimized unwinding range is empty.

To analyze the minimized unwinding range of the function that may unwind the stack, ocfi iterates the basic blocks of the function linearly. For every basic block BB_i, if one of the instructions may unwind the stack, ocfi deems BB_i unwinds the stack. ocfi could obtain the list of basic blocks that may unwind the stack in the function: \( \hat{U}B = \{BB_1, BB_2, \ldots, BB_n\}. \)

ocfi then sorts the \( \hat{U}B \) by the address of the basic block and gets the first one \( F_B \) and the last one \( L_B \). As ocfi operates the basic block at the end of the optimization, the layout of the basic blocks that ocfi handles is consistent with the layout of binary code. So far ocfi could obtain the minimized unwinding range \( [F_B, L_B] \). However, if the \( F_B \) is the same as the first basic block of current function, which means that the beginning address of MUR equals the address of function entry. To handle this problem, we make further checks and transformations. Specifically, if the first instruction that may unwind the stack is inside the first basic block of current function, we split the basic block into two basic blocks at the location of first unwinding instruction. By the way, we decided not to always split the first basic block at the first unwinding instruction for the purpose of preserving the original layout of basic blocks as much as possible to avoid affecting subsequent optimizations.

In summary, we could conclude the minimized unwinding range of function \( f \) with the following equations:

\[
MUR(f) = \begin{cases} 
0, & U(f) = \text{True} \\
[F_B, L_B], & U(f) = \text{False} 
\end{cases}
\]

4.3 Debloat/Obfuscate Call Frame Information

As mentioned in §2, CFI stores register information that could be leveraged to restore the previous frame. To debloat/obfuscate CFI safely, the state of registers inside the minimized unwinding range should be calculated properly. As illustrated in §2, the states

![Figure 3: The overall workflow of ocfi. The example of Call Frame Instructions (CFI) is based on Figure 2b. In this example, the red color is used to highlight the modifications introduced by ocfi in comparison to the original version.](image)

![Figure 4: An example to illustrate the determination of initialization sites. A rectangle represents a basic block of a function and a line represents the control flow between basic blocks. The rectangle filled with red represents a basic block inside MUR. As BB2 and BB3 have incoming edges outside MUR, we should initialize registers at the beginning of these basic blocks.](image)
of registers represented in the CFI are calculated based on the initialization states. To guarantee the functionality of unwinding the stack, ocfi should satisfy the following two requirements:

- **R1** – The initialization sites inside the minimized unwinding range should be determined.
- **R2** – The states of registers at initialization sites should be calculated.

To meet the requirement **R1**, ocfi iterates over every basic block inside the minimized unwinding range and checks if the basic block has the incoming edge(s) whose source is outside the minimized unwinding range. If so, ocfi sets the beginning of the basic block as the initialization site. An example is illustrated in Figure 4.

To meet the requirement **R2**, ocfi calculates the proper states of registers at the initialization sites. There are two kinds of registers that should be considered:

- The canonical frame address (CFA). The CFA is the virtual address that could be leveraged to represent other addresses where callee saved registers are stored.
- The callee saved registers and the return address. These registers should be represented at the unwinding site to restore the previous frame correctly.

ocfi performs data flow analysis on the original CFI to calculate the CFA, the callee saved registers and the return address. The algorithm is shown in Algorithm 2. The algorithm is based on the following assumption:

Given a basic block B, its immediate predecessors are PB₁, PB₂, ..., PBₙ. At the end of these predecessor basic blocks, the representation of CFA and callee saved registers are the same. That is, \(\text{OUT}(PB₁) = \text{OUT}(PB₂) = ... = \text{OUT}(PBₙ)\). Otherwise, the return address and callee-saved registers could not be determined correctly when unwinding occurs inside B.

5 IMPLEMENTATION

We implement the prototype of ocfi on LLVM/Clang 12.0. Specifically, to propagate no-unwinding property, we implemented a pass based on CallGraphSCCPass [23] which iterates functions on bottom-up orders in strongly connected components of call graph. We calculate the minimized unwinding range during LLVM codegen modular [20]. To calculate the proper CFA and registers of the minimized unwinding range, we reuse the dataflow analysis in CFIInstrInserter [22] pass. Lastly, we hook the process of emitting CFI instructions and remove the instructions that out of the minimized unwinding range in AsmPrinter [21].

6 EVALUATION

6.1 Dataset

We use two dimensions, availability and effectiveness, to evaluate ocfi. Availability refers to whether the obfuscated binaries can still properly unwind the stack, while effectiveness refers to whether the obfuscated binaries are more challenging for popular disassemblers to identify functions than the original binaries. To test ocfi from these two dimensions, we create the following dataset.

**Real-world Software.** In order to evaluate the availability and effectiveness of ocfi, We build a large scale dataset of real-world software. The dataset is shown in Table 1. The dataset includes programs and libraries of diverse functionality and complexity, written in C/C++. To test the effect of different compiler options, we built the dataset with various compiler optimizations (O0, O2, O3, Os, Ofast). We built the binaries on two popular architectures (x64 and aarch64). In summary, the dataset contains 1,440 C binaries and 3,034 C++ binaries.

**Automated Generation Programs.** In order to generate programs that could trigger unwinding progress, we develop Usmith which could generate C/C++ programs with try/catch statements. Usmith is built on Csmith [52], which could generate C programs automatically with predefined rules. Csmith maintains a global environment and a local environment. The global environment holds global scope definitions such as types, global variables and functions. The local environment holds local information about the current generation point, including: ① the function call chain information for the current generation point, which is used for context-sensitive pointer analysis, ② the variables that can be referenced by the current generation point, and ③ the alias relationships for local variables. Csmith defines rules for C/C++ code generation, supporting function definitions, global variables, local variables,
OCFI: Make Function Entry Identification Hard Again

Figure 5: An example of generated binary of USMITH. try, catch, throw, printf, and depth are inserted by USMITH based on Csmith. depth is used to record the depth of calling stack when throwing an exception.

To validate the correctness of the obfuscated binaries by OCFI, USMITH compiles the generated C++ program into a normal binary and an obfuscated binary, respectively, and compares the outputs between the two binaries with differential testing. If the outputs are same, we could conclude that the obfuscated binary could catch the throw exception correctly.

6.2 Availability

To test the availability of the obfuscated binaries by OCFI, we performed evaluations on both real-world software and automated generation programs dataset.

Real-world Software. We summarize the real-world software into two categories: ① Spec CPU 2017 and ② C++ applications. For the C++ programs in Spec CPU 2017, we ran the benchmarks automatically and compared the outputs between the obfuscated version and original version. For the C++ applications, we marked the throw sites from the source code as the targets and ran directed greybox fuzzing (AFL Go [7]) to generate testcases that reach the throw sites automatically. After 24 hours of running, we collected the testcases generated by AFL Go and ran the inputs again to check if the outputs are the same between the obfuscated binary and the original binary.

Table 1: Software used for evaluating tools.

<table>
<thead>
<tr>
<th>Type</th>
<th>Name</th>
<th>Programs/Binaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>SPEC CPU2017</td>
<td>32 / 190</td>
</tr>
<tr>
<td>Utilities</td>
<td>Matplotlib-cpp Ninja-1.12.0</td>
<td>242 / 1250</td>
</tr>
<tr>
<td>Clients</td>
<td>Alembic-1.8.3 Capnproto-0.11</td>
<td>0 / 0</td>
</tr>
<tr>
<td>Libraries</td>
<td>Arrow-1000 libbass-1.0.0</td>
<td>0 / 0</td>
</tr>
<tr>
<td>Total</td>
<td>274 / 1,440</td>
<td>228 / 3,034</td>
</tr>
</tbody>
</table>

To check if the program could throw an exception that would unwind the stack, we hooked the cxa_throw and cxa_rethrow functions of standard C++ library. Specifically, we wrote a library containing customized cxa_throw and cxa_rethrow which record the number of throw exceptions during running the testcase and redirect the execution to the original functions in the standard C++ library. To hook the functions, we set the path of the customized library to LD_LIBRARY_PATH5.

The real-world dataset we used in the evaluation is shown in Table 2. In the evaluation, we ran 19 C++ applications and 10 of them do not throw exceptions so we omit these applications in table 2. For the remaining 9 applications, there are 4,973 testcases during running or fuzzing which raise 151,773 exceptions. We did not find any difference in immediate outputs between the obfuscated binaries and the original binaries. This indicates that the obfuscated binaries could raise the exception correctly for the real-world dataset shown in Table 2.

5LD_LIBRARY_PATH is an environment that determines where to look for dynamic shared libraries that an application was linked with.
Figure 6: The distributions of stack depths of programs generated by usmith.

Table 2: Applications used in our evaluation. ✓ indicates the immediate outputs of obfuscated binaries are same as the original binaries. Column throws indicates the number of exceptions thrown when running.

<table>
<thead>
<tr>
<th>Applications</th>
<th>Category</th>
<th>Settings</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>omnetpp_r</td>
<td>CPU 2017</td>
<td>10</td>
<td>✓</td>
</tr>
<tr>
<td>omnetpp_s</td>
<td>CPU 2017</td>
<td>10</td>
<td>✓</td>
</tr>
<tr>
<td>leela_r</td>
<td>CPU 2017</td>
<td>10</td>
<td>✓</td>
</tr>
<tr>
<td>leela_s</td>
<td>CPU 2017</td>
<td>10</td>
<td>✓</td>
</tr>
<tr>
<td>parent_r</td>
<td>CPU 2017</td>
<td>139,990</td>
<td></td>
</tr>
<tr>
<td>povray_r</td>
<td>CPU 2017</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>bloaty</td>
<td>Utilities</td>
<td>1,058</td>
<td></td>
</tr>
<tr>
<td>qpdf</td>
<td>Utilities</td>
<td>10,599</td>
<td></td>
</tr>
<tr>
<td>xerces-c</td>
<td>Clients</td>
<td>66</td>
<td></td>
</tr>
</tbody>
</table>

Automated Generation Programs. We ran usmith to generate C++ programs that contains try/catch statements automatically for 605 hours. In summary, we generated 22,323,187 C++ programs that raised 22,323,187 exceptions. To validate that the obfuscated binary could raise the exception correctly at different stack depths, we record the stack depths when raising an exception. Specifically, we declare a global integer variable depth and increment the variable when entering a function and decrement the variable when leaving a function. The distributions of stack depths are shown in Figure 6. The mean value of the stack depths is 2 and the median value of the stack depths is 1. Moreover, the max value of the stack depths is 16. It shows that the obfuscated binaries by ocfi could catch the exception properly under different stack depths.

6.3 Effectiveness

To test the effectiveness of ocfi, we evaluated the popular disassemblers’ precision (\(\text{precision} = \frac{|TP|}{|TP|+|FP|}\), TP and FP stand for true positives and false positives) and recall (\(\text{recall} = \frac{|TP|}{|TP|+|FN|}\), FN stands for false negatives) on function detection by comparing original binaries and obfuscated binaries by ocfi. The dataset is shown in Table 1. The disassemblers we used in the evaluation are shown in Table 3. We extract ground truth of function entries from symbol information.

Table 3: The group of disassemblers that are used in the evaluation.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Version</th>
<th>Source (Release Date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghidra</td>
<td>10.2</td>
<td>Website [1] (Nov 3, 2022)</td>
</tr>
<tr>
<td>Anger</td>
<td>9.2.15</td>
<td>Github [50] (Aug 24, 2022)</td>
</tr>
<tr>
<td>Fetch</td>
<td>1.0</td>
<td>Github [53] (Mar 29, 2021)</td>
</tr>
</tbody>
</table>

Figure 7: Comparation results between obfuscated call frame information generated by ocfi with symbol information.

Figure 8: Evaluation results of function detection of popular disassemblers on the original binaries (with the suffix Orig) and the obfuscated binaries by ocfi (with the suffix OCFI).
We first compared the obfuscated call frame information generated by OCFI with the corresponding symbol information directly. The results of this comparison are presented in Figure 7. We could conclude that OCFI effectively obfuscates the majority of function entries in the call frame information from the results (83.94% in X64 and 79.20% in AArch64). We checked the functions that could not be obfuscated by OCFI and summarized them into the following categories: ① The functions that are statically linked in the executable file. As these functions are not compiled by OCFI, we could not obfuscate them. However, if we compile all the related libraries by OCFI, we could obfuscate them. ② The functions whose first instruction may unwind the stack. For these functions, OCFI would mark the start of the CFI at function start. However, if we leverage accurate alias analysis (such as SVF [46]) to analyze the targets of indirect calls, we could eliminate the assumption about all of the indirect calls may unwind the stack. These functions could be reduced accordingly.

In Figure 8, we conducted an evaluation of popular disassemblers’ function detection capabilities on both the original binaries and the obfuscated binaries generated by OCFI. The evaluation results demonstrate that OCFI effectively enhances the difficulty of disassemblers in detecting function entries. More specific, the precision and recall of Ghidra (Precision: 98.40% → 51.75%, Recall: 98.44% → 83.45%), ANGR (Precision: 97.99% → 51.34%, Recall: 98.66% → 73.88%), and Fetch (Precision: 99.99% → 53.05%, Recall: 98.26% → 70.19%) reduce largely on x64 and AArch64.

### 6.4 Size Overhead

The **eb_frame** section is loaded to the address space of a program when loading and it could not be stripped. We evaluated the size overhead of obfuscated binaries in Table 4.

In summary, the average size overhead of the obfuscated binaries is 4%. Specifically, the size of C obfuscated binaries is slightly smaller than the original binaries (x64: -1.48%, AArch64: -0.22%). We found that most functions of C do not unwind the stack and OCFI removes some of the call frame instructions randomly. The size of C++ obfuscated binaries is slightly larger than the original binaries (x64: 2.98%, AArch64: 10.21%). We found that some of the obfuscated C++ functions have many initialization sites for the states of registers, which would increase the size of **eb_frame**.

### 6.5 Runtime Overhead

To test the runtime overhead, we compiled the Spec CPU2017 with O2 optimization level and run the obfuscated and original binaries. The machine we used for the evaluation is Intel i7-10700K CPU 3.80 GHz, Ubuntu 20.04. For AArch64, we evaluate under Qemu.
Table 6: Distributions of function entries identification. `eh_frame` indicates that the function entries are correctly marked in the `.eh_frame`, `call` indicates the functions are recognized by direct call and `matching` indicates the functions are found by function pattern matching.

<table>
<thead>
<tr>
<th></th>
<th>eh_frame</th>
<th>matching</th>
<th>call</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghidra</td>
<td>21.86%</td>
<td>17.56%</td>
<td>60.58%</td>
</tr>
<tr>
<td>angr</td>
<td>25.84%</td>
<td>9.42%</td>
<td>64.74%</td>
</tr>
</tbody>
</table>

emulation. Specifically, we ran the evaluations 5 times and filtered the largest and smallest value and calculated the average value of the remaining values. The results are shown in Table 5. The results show that ocfi incurs nearly zero runtime overhead (0.2% on average) compared to the original binaries.

7 DISCUSSION

In this section, we discuss the limitations and future directions of our research.

7.1 Threats of Validity

In this study, we have concentrated on obfuscating CFI with the aim of misleading the function detection results of popular disassemblers. Disassemblers may leverage dataflow analysis to detect the existence of obfuscated CFI. For example, FETCH [34] checks the validity of calling conventions before marking function entries from `.eh_frame`. However, our experiments show that the precision of FETCH on x64 platform is only 53.05% (shown in Figure 8a). This indicates that this approach is not easily scalable enough to detect obfuscated CFI.

Additionally, our study, as well as that of Pang et al. [33], has discovered that some disassemblers (e.g., Ghidra and angr) perform poorly without CFI which suggests that ocfi can also be used to prevent disassemblers from identifying function entries with the aid of the CFI section and can increase the difficulty of detecting function entries.

By the way, there are some possibilities to deobfuscate ocfi. One possible deobfuscation is searching function prelude patterns among the gaps left by the ranges of CFI that Ghidra and angr already leverage this strategy. There are three sources used to identify function entries of Ghidra and angr: (1) the `.eh_frame`, (2) direct calls, and (3) function pattern matching. We show the distributions of these three sources on truly identified functions recognized by Ghidra and angr on the ocfi obfuscated binaries in Table 6. The results show that the function pattern matching among the gaps left by the ranges of CFI only recovers few function entries.

7.2 Future Works

While ocfi conservatively assumes that the targets of indirect calls unwind the stack, it may generate false negatives when propagating the "nounwind" attribute. To address this issue, we plan to use precise alias analysis of pointers to determine the targets of indirect calls in future work.

Ocfi marks the beginning of the minimized unwinding range at the start of a specific basic block, which gives a clue about identifying correct instructions. As shown in Table 6, direct calls contribute significantly to the majority of identified function entries. In the future, we plan to mark the beginning of the minimized unwinding range at the address of some incorrect instructions, which could potentially mislead disassemblers into identifying the wrong direct call instructions.

8 RELATED WORKS

Obfuscating binaries. Software obfuscation aims to make programs harder to understand or analyze, without impacting expected functionality. Over the years, various obfuscation methods [9, 10, 18, 19, 51, 54] were proposed, and combinations of these techniques [42, 43] were also been extensively studied for more effective confusion. The most related category to our work is static code rewriting, including data obfuscation and flow obfuscation. Data obfuscation such as Mixed Boolean Arithmetic [42, 54] is suitable for limited scenarios because of the unbearable overhead in binary transformation or encrypt. The need of the target determines the obfuscation level since high obfuscation increases cost [16]. Thus we propose a novel way based on the mechanism of stack unwinding to fit that specific target well. Control flow obfuscation is a popular way to stop higher-level abstractions recovery from assembly, including bogus insertion [10], opaque predicates [10, 51, 55], and control flow flattening [9, 19]. Balachandran et al. [4] removes code blocks randomly to a new code segment with order-preserving by jump instruction in order to disturb control flow. ROPOB [31] conceals control flow between CFG basic blocks utilizing Return Oriented Programming (ROP). Schmittwieser et al. [43] splits assembly code into small pieces and combines them by branching function, and it also inserts dummy code to improve strength. However, these works also show obvious costs due to program complexity increasing, instruction modification, code instrumentation, etc. For instance, [4] brings 1.25x average time overhead while the file size obfuscated with ROPOB [31] expands to 2.66x in average. What’s more, there’s no obfuscation on CFI since all studies mentioned above focus on control flow and work on assembly code level, including ROPOB which takes binary code as input. In other words, our work is complementary to control flow obfuscations.

The key to proof availability of obfuscation is how to define “functionally equivalent”, since living with the cost (e.g., program size or time) is a consensus. Collberg et al. [10] considers the relationship between the original and the obfuscated program to be "weakly equivalent", with only one requirement that the observable behavior (the behavior experienced by the user) of the two programs should be the same. Similarly, the definition of "harder to understand and analyze" is under discussion. Some compiler optimizations are also considered obfuscation, because code that improves performance may do the opposite in understanding [5], which affects disassembly subtly.

Call Frame Information. The specifications [11, 27] define that each function should have CFI for stack unwinding and exception handling, which gives reverse engineering a chance. Oakley et al. [32] hides malicious instructions in DWARF-format CFI to gain the control flow of execution. Duta et al. [12] leverages
corrupted stack unwinding path to hijack control flow. Some researches [34, 36] note the role of .eh_frame in function identification. While mainstream binary analysis tools [1, 2] also use CFI to detect function starts. Priyadarshan et al. [36, 37] points out that when .eh_frame exists, code randomization which aims to resist code reuse attacks shows a decline in performance. They propose mitigation that randomizes call-containing and nearby unwinding information. However, they assume the attacker is experienced and skilled, which is very different from fighting against disassembly in minimal time and space overhead.

9 CONCLUSION
We introduce ocfi, a prototype for obfuscating CFI to make it harder for popular disassemblers to detect function entries. The main idea behind ocfi is that not every function or instruction unwinds the stack at runtime. First, ocfi propagates the noulwined attributes of known functions to other functions and determines the minimized unwinding range of unwinding stacks. Then, ocfi marks the range of CFI as the minimized unwinding range. To evaluate ocfi, we built a large-scale dataset consisting of real-world software and automated generation programs. Our evaluations show that the obfuscated binaries generated by ocfi are more difficult for popular disassemblers to detect function entries. Additionally, ocfi incurs acceptable size overhead (4% on average) and runtime overhead (0.2% on average).
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